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Abstract
In the present work the problem of cryptosystem identification from their cipher texts

have been addressed. The supervised classification models from statistical decision theory
and Artificial Neural Network have been employed for the purpose. These classification
models have been validated on known data sets from UCI repository. After validation the
models have been used for crypto system identification. Several feature extraction and
selection techniques have been made use of for carrying out the comparative performance

of the classifiers.
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1. Introduction

The categorization of input data into identifiable classes by extraction
of significant features or attributes of the data is defined as pattern recog-
nition [1]. In pattern recognition there are three major steps i.e. sampling
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