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Abstract

In this paper, an allocation problem in two stage stratified sampling as a problem of non-linear

stochastic programming problem is considered. The survey cost for primary stage unit and

secondary stage unit in the objective function and sampling variances in the constraint are

considered to be random variables. The probabilistic objective function and the probabilistic

constraints are converted into their respective deterministic equivalent. A numerical example is

presented to illustrate the computational procedure.
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1. Introduction

There are many real-world problems where randomness is prevalent such as production

planning, transportation planning, finance and other areas of management science. The branch

of mathematical programming which deals with the theory and methods for the solution of

conditional extremum problems under complete information about the random parameters is

called stochastic programming. Stochastic programming was first formulated by Dantzig

(1955) who suggested a two stage programming technique for its solution. Two stage

programming does not allow any constraint to be violated. Later, Charnes and Cooper (1959)

developed the chance constrained programming technique which is also known as probabilistic

programming.

The chance constrained programming is one which can be used to solve problems

involving chance constraints i.e. constraints having finite probability of being violated. They

suggested three models with different objective functions and probabilistic types of constraints,

a model that minimizes the expected value of objective function (the E-model) a model that

minimizes the generalized mean square of the objective function (the V-model) and a model

that maximizes the probability of exceeding an aspiration level of the objective function (the
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